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APPENDIX A

Deep Bandwidth

The server hosting market is based on the fact that everything a consumer

accesses on the Web must exist on another computer, configured

as a server, somewhere in the world. That server can be as simple as a

spare PC sitting in someone’s bedroom and connected to a DSL line,

or it can be vast, supercomputer-like arrays connected directly to

extremely high bandwidth OC-12 optical cables (which can transfer

data at 622 Megabits per second—Mbits/sec).

In between are many self-hosted business servers, usually connected

to a T-1 line (which passes data at 1.544 Mbits/sec). But operating and

maintaining a server is not the simplest task and involves a level of

technical expertise not widely found in most businesses.

In addition, companies that operate their own servers also must

grapple with uninterruptible power supplies, security (physical and virtual)

and the need to manage bandwidth. Keeping a server running is a

24x7 job which requires someone to be on-call all the time, a task I

found more than tedious back in the early 1990s when I was operating

my own servers for my first Internet-related business. All too frequently

I got called out of bed at 2 a.m. to head down to our server

room to re-boot one of the servers (always the one running NT; never

the one running Linux).

The solution to this problem began in the mid-1990s when local

Internet Service Providers (ISPs) offered “co-location” services. This

involved physically moving the server to the ISP’s facility and installing

it on a rack or shelf there. While early colo arrangements varied widely
from place to place, most arrangements usually provided for uninterruptible

power, the 24x7 availability of trained technicians and a connection

to the Web that could be expanded very quickly if needed.

In addition, bandwidth management and availability are two of the

strongest arguments for colocating servers in a data center. If you buy a

T-1 line for your self-hosted operation, you will never have more than

1.5 Mbits/sec available. Indeed, on monthly average, you are likely to

use 25-40 percent of that bandwidth. But server traffic is not steady

and has prominent peaks and valleys throughout the day. Getting listed

with search engines or being mentioned in the media will also cause

peaks which could exceed your T-1 line’s bandwidth, in which case disappointed

surfers will get one of those annoying “Server not available”

error messages.

On the other hand, locating your server at a data center with big, fat

OC-12 or OC-48 pipes means that it can handle your peak traffic

without your needing to pay for more bandwidth than you need on an

average basis. This ability to handle the peaks is known as a “burst”

capacity and is generally 100 Mbits/sec in standard hosting contracts.

Colocation and server management companies came into their own

in 1996 and 1997 when most companies realized that even if they were

on the Internet, their core business competency was not in running

servers, and thus started to outsource this function. This spurred the

development of a new type of company like Exodus which offers hosting,

server management, consulting and a number of other services

depending on a company’s needs. Hosting firms house servers and all

of the routers, switches, uninterruptible power supplies, disk arrays and

other equipment in locked, chain-link “cages” in colocation facilities

known as “server farms.”

A state-of-the art server farm building will be about 50,000 square feet

and will offer electronic and human security to bar unauthorized entry,

redundant connections to different Internet backbones, dual power grid

connections, massive batteries to power the entire facility in case of power
failure and powerful diesel generators to recharge the batteries in case electrical

power is down for days or even weeks following a natural disaster.

Many server farms have also implemented safeguards against possible

terrorist threats against the data infrastructure, building Kevlar (the

material used in body armor) into the walls and placing vehicle barriers

around the building to keep car bombs at a distance. Once inside a

data center, you walk in a dimly lighted, hive-like setting. Instead of

hexagonal cells filled with honey and larvae, these cubical 10’x10’

locked, black wire cages teem with the cellular plasm of the Internet:

equipment racks stuffed with millions upon millions of dollars’ worth

of servers and routers and switches and redundant disk arrays.

Beneath the skin of the floor run electrical power cables as thick as

your wrist, the blood supply of the Internet, and overhead, the axons

and dendrites of data cables. Mostly blue and yellow and the diameter

of a pencil, they run everywhere overhead in great thick cable-tied bundles.

Occasionally one separates from the bundle and drops down into

this cage and another one into that, offering servers their connection to

the Web’s nervous system. Humans make little noise in the cathedrallike

setting of a data center. Rather, they hear the sounds of the

Internet breathing: equipment cooling fans, the 60-cycle hum of electrical

power, the basso continuo of the air conditioning.

Clearly, the level of pornography flowing through each facility

counts as heavy breathing.

“I do not know what the exact number is [for adult content’s bandwidth

percentage] but it is very high,” said Muayyad Al-Chalabi, an

analyst with telecom consulting firm RHK (www.rhk.com). However,

an RHK news release from January 2000 said that total Internet bandwidth

used for all purposes was 42,000 Terabytes per month and

expected to grow at 200 percent per year.

A Terabyte is a trillion bytes, 1,000 Gigabytes (which is, itself, 1,000

Megabytes). And 1,000 Terabytes is a Petabyte, so by this measure,

Internet bandwidth is 350 Petabytes per month, or 4,200 Petabytes per
year. Yep, there’s yet another level of terminology here: 1,000 Petabytes

is an Exabyte. So there you go, Internet traffic is 2.4 Exabytes per year.

We have some very strange new numbers to absorb. But absorbing

them is vital to understanding just how important pornography is to

the development and continued financing of the Internet. Since we

have Gigabytes around us, at least in our PC hard drives, it might be

easier to think of those 2.4 Exabytes as 2.4 million gigabytes. If it were

dollars, it would be about the same as the cost of a B-1 Bomber toilet.

Andrew Odlyzko, head of the Mathematics and Cryptography

Research Department at AT&T Labs, is one of the seminal thinkers in

the world of bandwidth and has produced a remarkable series of papers

which succeed in satisfying two goals that are usually mutually exclusive:

readability and very high information density

(www.research.att.com/~amo). In “Content is not King,” a paper

revised in January 2001, Odlyzko argues very persuasively that bandwidth,

communication like e-mail, and access to fast transactions have

produced the revenues that, in turn, have driven the development of

Internet infrastructure. His well-documented rationale builds a credible

case that content catches a mostly free ride on the Internet; it’s a

byproduct rather than a prime mover and because of that, advertisingsupported

content never will be a viable source of funding to drive

bandwidth and infrastructure development.

“What is striking is how highly valued communications is,” writes

Odlyzko. “If we combine the revenues of the phone industry with

those of the Postal Service, we obtain a figure larger than military

spending and almost three times higher than the revenues of the airline

industry. Just the spending on phone services is higher than all advertising

outlays.

“So say goodbye to all those plans for financing the Internet through

advertising!” Odlyzko continued. “Yes, advertising can help fund some

services, but it will not provide the generous revenue streams that are

needed to support a communications infrastructure as large as the

phone system.”
Odlyzko’s paper also provides some helpful facts that contribute to

our task of looking at porn’s role in Internet profits. “Studies of the

Internet regularly find that Web traffic makes up 60 to 80 percent of

the bytes that are transmitted,” said Odlyzko. Market trends and consumer

usage show Web use increasing and thus consuming a higher

and higher percentage of total net use, thus making the 80 percent figure

the most probable estimate.

While Odlyzko points out that only about one-third of Web traffic

currently comes from residential users, studies confirming that adult

traffic peaks during work hours shows that a lot of that corporate traffic

is between the sheets rather than spreadsheets. In addition, the overall

traffic estimates from hosting sources don’t segregate corporate from

residential traffic.

So a little math from the sources above yields some eye-opening

numbers.

If total Internet traffic is 42,000 TBytes/Month (42 million

Gigabytes) and 80 percent of that is Web traffic, then 33,600 TBytes of

files cross the Web each month. If 50 percent of that traffic is adult

graphics and video streams, then porn accounts for 16,800 TBytes

(16.8 million Gigabytes) of Web traffic every month.

What’s that worth? Actually, it’s worth less and less every day according

to Band-X (www.band-x.com), a major bandwidth trading

exchange where people can buy and sell bandwidth as a commodity

item much like pork bellies or soy beans. According to their bandwidth

index, the cost of a bellwether T-1 circuit in mid-July 2000 had fallen

to less than a third of what it sold for in the fall of 1998.

According to Elliott, the wholesale cost of transit, the transfer of

files, ranges from $4 to $14 per gigabyte, but the retail cost to a hosting

company’s customers is substantially higher. In an e-mail, Odlyzko told

me that the current list price for content distribution networks like

Akamai “appears to be around $2,000/month for 1 Mbits/sec of the socalled

‘burstable’ measurement, which might translate into something

like $20 or more per gigabyte (depending on usage patterns, etc.).”
So, if adult traffic is 16.8 million gigabytes per month, and we take

a reasonably low estimate for bandwidth of $12 per gigabyte (midway

between rock bottom wholesale of $4 per gigabyte and standard retail

of $20 per gigabyte) and multiply that by the 16.8 million gigabytes,

you get a very commanding number—$201.6 million a month or $2.4

billion per year. If, on the other hand, 80 percent of Web traffic is adult

(as many experts assert) then the annual revenues from sex-related

bandwidth would be $4.8 billion!

But whether it’s $2.4 billion or $4.8 billion, numbers like those help

you understand why adult sites command the attention of the hosting

and bandwidth industries. While these are the best numbers that can

be obtained from public sources, a “gut-check” indicates that they are

probably too high. Very high bandwidth sites at the top of the adult

pyramid are most likely paying far less than $3.50 per GB of transfer.

Indeed, their high volume contracts are more likely costing them closer

to the $1 per GB calculated above for 100 percent utilization. But even

if we dramatically adjust the price downward to $1 per GB, adult sites

are contributing at least $1.7 billion per year to a $6 billion market

that is being relentlessly hammered by the failure of thousands of their

non-adult customers.

